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Output := (X1*W1) + (X2*W2) + (X3*W3) > T ifTrue: [ 1 ] ifFalse: [ 0 ]
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Great heavy metal concert this week end


As a metal-lover, you would like to go


Three factors:


X1: Is the weather good?


X2: Does someone accompany me?


X3: Can I go without a car? 



Perceptron🤘

Great heavy metal concert this week end


As a metal-lover, you would like to go


Three factors:


X1: Is the weather good?


X2: Does someone accompany me?


X3: Can I go without a car? 

W1 = 2

W2 = 6

W3 = 2

W1 = 1

W2 = 1

W3 = 8

👬 ❤🚶



AND Logical gate

X1

X2

Output

1

1 1.5

X1 X2 Output

0 0 0

0 1 0

1 0 0

1 1 1

Output := (X1*W1) + (X2*W2) > T ifTrue: [ 1 ] ifFalse: [ 0 ]



OR Logical gate

X1

X2

Output

??

?? ??

X1 X2 Output

0 0 0

0 1 1

1 0 1

1 1 1

Output := (X1*W1) + (X2*W2) > T ifTrue: [ 1 ] ifFalse: [ 0 ]



OR Logical gate

X1

X2

Output

1

1 0.5

X1 X2 Output

0 0 0

0 1 1

1 0 1

1 1 1

Output := (X1*W1) + (X2*W2) > T ifTrue: [ 1 ] ifFalse: [ 0 ]



Perceptron learning algorithm

 diff = desiredOutput - realOutput

 lr = 0.1

 For all N:

    weightN = weightN + (lr * inputN * diff)

 bias = bias + (lr * diff)

 lr is called the learning rate



learningCurveNeuron := OrderedCollection new.

0 to: 1000 do: [ :nbOfTrained |

	  p := Neuron new.

    p weights: #(-1 -1).

    p bias: 2.

    nbOfTrained timesRepeat: [         

	 	   p train: #(0 0) desiredOutput: 0.

        p train: #(0 1) desiredOutput: 0.

        p train: #(1 0) desiredOutput: 0.

        p train: #(1 1) desiredOutput: 1 ].

       res :=  ((p feed: #(0 0)) - 0) abs +             

	 	 	 	 	 ((p feed: #(0 1)) - 0) abs +            

	 	 	 	 	 ((p feed: #(1 0)) - 0) abs +            

	 	 	 	 	 ((p feed: #(1 1)) - 1) abs.

     learningCurveNeuron add: res / 4.

    ].

learningCurvePerceptron := OrderedCollection new.

0 to: 1000 do: [ :nbOfTrained |    

	 p := Neuron new.

	 p step.

    p weights: #(-1 -1).

    p bias: 2.

    nbOfTrained timesRepeat: [

        p train: #(0 0) desiredOutput: 0.

        p train: #(0 1) desiredOutput: 0.

        p train: #(1 0) desiredOutput: 0.

        p train: #(1 1) desiredOutput: 1 ].

       res :=  ((p feed: #(0 0)) - 0) abs +             

	 	 	 	 	 ((p feed: #(0 1)) - 0) abs +            

	 	 	 	 	 ((p feed: #(1 0)) - 0) abs +            

	 	 	 	 	 ((p feed: #(1 1)) - 1) abs.

     learningCurvePerceptron add: res / 4.

    ].

g := RTGrapher new.

d := RTData new.

d label: 'Sigmoid neuron'.

d noDot.
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“One general law, leading to the advancement of all organic beings, 
namely, vary, let the strongest live and the weakest die”


— Charles Darwin
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stringToFind := 'cat'.

g := GAEngine new.

g populationSize: 1000.

g numberOfGenes: stringToFind size.

g createGeneBlock: [ :rand :index :ind | ($a to: $z) 
atRandom: rand ].

g fitnessBlock: [ :genes | 	

	 (stringToFind asArray with: genes collect: [ :a :b | 

	 	 a = b ifTrue: [ 1 ] ifFalse: [ 0 ] ]) sum ].

g run.

g visualize open



C A T



Muscle length Muscle force Muscle 
tension …
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Deep learning

Greedy in properly formed training data


E.g., distinguishing a 🐱 from a 🐶 requires 2000 pictures


Not really the way humans learn



Neuroevolution

Evolution of neural network is called neuroevolution


In practice: an AI algorithm evolves another AI algorithm





MNWorld new seed: 7; open

MNWorld new showCompleteMap





neat := NEAT new.

neat numberOfInputs: 121.

neat numberOfOutputs: 3.

neat populationSize: 200.

neat fitness: [ :ind | 	 

  w := MNWorld new.

	 w mario: (MNAIMario new network: ind).

	 450 timesRepeat: [ w beat ].

	 w mario position x ].

neat numberOfGenerations: 160.

neat run.


w := MNWorld new.

w mario: (MNAIMario new network: neat result).

w open




All the code is available for free

Metacello new

    baseline: 'AgileArtificialIntelligence';

    repository: 'github://Apress/agile-ai-in-pharo/src';

    load.



What the book is not about

Complex deep learning models


Transformers


Language models


Image recognition



What the book is about

Make you an expert in Genetic Algorithms


Introduce you to the fascinating world of Neuroevolution


Give non-trivial and appealing examples 


Does not require a strong mathematical background



Future plan

Update book with Roassal3


Extract the Neural Network chapters into a separate book (maybe)


More examples about zoomorphic creatures


Go deeper into Neuroevolution 
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